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Abstract

In drug discovery, selecting the right compounds to test is critical. Traditional active learning relies only on labeled data, ignoring the rich information in
unlabeled molecules. We change that by integrating a BERT model pretrained on 1.26 million unlabeled compounds into the active learning pipeline,
enabling robust molecular representations. This significantly improves uncertainty estimation, allowing us to identify toxic compounds with 50% fewer
iterations—faster, smarter, and more efficient.

Research Questions
▶ How to perform active learning with limited

datasets?
▶ How to disentangle representation learning

from uncertainity estimation?
▶ How to perform target domain aware active

learning?
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▶ The labelled set Dlabeled = {(xlabeled
i , yi )}N

i=1
is used to train a probabilistic model
f (xlabeled

i ;ϕ) with parameters ϕ

p(ϕ|Dlabeled) ∝ p(Dlabeled|ϕ)p(ϕ)

▶ A new data point is selected from the unla-
beled set Du = {(xu

i )}Nu
i=1 by maximizing the

acquisition function:

xu
s = arg max

x∈Du

a(x)

▶ The label ys is acquired for xu
s and incorpo-

rated into the training set

Dupdated = D
⋃

{(xu
s , ys)}

▶ The posterior of probablisitc model is up-
dated by using Dupdated

p(ϕ|Dupdated) ∝ p(Dupdated|ϕ)p(ϕ)

Acquisition functions
▶ Random Acquisition = xu

s ∼ Uniform(Du)
▶ BALD

= Ey∼p(y|x,D) [H[ϕ|D] − H[ϕ|x, y ,D]]
= H[y |x,D] − Eϕ∼p(ϕ|D) [H[y |x,ϕ]]

▶ EPIG

= Ep(x∗)
[
H[y∗|x∗,D] − Ep(y|x,D) [H[y∗|x∗, y , x]]

]
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