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How to better compare representations 

learned by neural networks?
BACKGROUND:
Representation similarities between NNs:
For input 𝑋 ∈ ℝ𝑛×𝑝 and the corresponding 𝑚1th 
and 𝑚2th layer representations of NNs 𝑓1 and 

𝑓2, 𝑋𝑓1

𝑚1 and 𝑋𝑓2

𝑚2 , we 

1. Compute the inter-example representation 

similarity matrices (RSMs) of 𝑋𝑓1

𝑚1 and 𝑋𝑓2

𝑚2:

𝐾𝑓1

𝑚1 = 𝑘 𝑋𝑓1

𝑚1 , 𝑋𝑓1

𝑚1 , 𝐾𝑓2

𝑚2 = 𝑘 𝑋𝑓2

𝑚2 , 𝑋𝑓2

𝑚2 ;

2. Compute the similarity between two RSMs:

𝑠𝑓1,𝑓2

𝑚1,𝑚2 = 𝑠 𝐾𝑓1

𝑚1 , 𝐾𝑓2

𝑚2 .

This covers most of methods, such as CKA1.
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METHODS:
Deconfounded representation similarities:
Just regress out the confounder from RSMs:

𝑑𝑠𝑓1,𝑓2

𝑚1,𝑚2 = 𝑠 𝐾𝑓1

𝑚1 − 𝛼1𝐾0, 𝐾𝑓2

𝑚2 − 𝛼2𝐾0 ,

where 𝛼𝑖 minimizes 𝐾𝑓𝑖

𝑚𝑖 − 𝛼𝑖𝐾0

𝐹
.

EXPERIMENTS: 
Transfer Learning:
Domain similarity is inconsistent with CKA but 
consistent with the deconfounded CKA.
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Current measures for comparing the similarity of representations 

between NNs may not well reflect their functional similarity due to the 

confounding effect of similarities of data items in the input space.

Counterintuitively, a conventional method (CKA1) gives completely 
random NNs a similarity close to one. Our dCKA gives a smaller similarity.

Neural networks modify RSMs layer-by-layer:
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